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INTRAURBAN MOBILITY AND METROPOLITAN SPATIAL STRUCTURE

Tae-Kyung Kim, Mark W. Horner, and Hazel A. Morrow-Jones

In developed nations, a dominant trend has been the decentralization of residen-
tial locations, as many perceive suburban locations as being able to offer better
neighborhood and housing opportunities. Despite this trend, however, others
still choose residences in central urban areas, as these places offer access to a
diverse set of activities. This article analyses factors correlated with intraurban
residential mobility. The most important determinant of inward migration is
accessibility to population centers, while that of outward migration is residential
characteristics and school quality. People’s differing life stages may account for
contrasts in the factors driving inward and outward migration. Key Words:
intraurban migration, residential mobility, urban growth, GIS, Franklin County,
Ohio.

rban researchers are currently faced with understanding problems caused

by imbalanced growth of urban versus suburban areas. The decentrali-

zation of residences and employment resulting from suburbanization
processes during the last few decades has changed the way cities operate (Stern
and Marsh 1997). Arguably, decentralization has led to deterioration or stagnation
in central cities (Immergluck 2001; Sanchez and Dawkins 2001), environmental
hazards (Main ef al. 1999; Johnson 2001), and increased commuting costs for
residents (Fernandez 1994; Brueckner and Martin 1997; Martin 2001). Furthermore,
social tensions and segregation may both result from and exacerbate decentraliza-
tion processes (Grubb 1982; Fong and Shibuya 2000; Timar and Varadi 2001).
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Still, the trend of urban decentralization is not absolute. Although the majority
of movers relocate to more distant locations (Bier and Howe 1998), a substantial
minority moves toward the center of the metropolitan area (Burnley and Murphy
1995; Stoll et al. 2000; Cho 2001; Leichenko 2001; Margulis 2001). Accessibility to
activity centers, employment agglomerations, and cultural opportunities are thought
to drive this inward shift (Cervero et al. 1999; Cervero 2001; Nylund 2001; Wang
2001; Morrow-Jones 2002). Understanding the interplay between urban structural
characteristics and inward/outward mobility flows is a primary concern for plan-
ners and other urbanists.

This article explores both inward and outward residential mobility flows within
ametropolitan county. A spatial-analytic framework incorporating statistical mod-
els with geographic information systems (GIS) is implemented for analyzing
intraurban movement using repeat homebuyers in Franklin County (Columbus),
Ohio, as a case study. We use multiple linear regression to model relative location
change in the metropolitan area as a function of differences in spatial characteris-
tics of the origin and destination home and neighborhood. Inward and outward
migration are analyzed separately, but the same variables are used in each model to
allow for comparison of the structural forces important in each set of flows. Out-
ward movers are defined as those who have moved farther on a relative basis from
the central business district (CBD). Inward movers are those who relocate closer
to the CBD on a relative basis. For each group of migrants, we define both neigh-
borhood and unit variables to model the effect of urban structure on the magni-
tude of the move. Basically, our efforts will contribute to an understanding of how
current urban structure, as represented by our independent variables, influences
the magnitude of the distance moved by repeat homebuyers whether they move
toward the center of the metropolitan area or away from it.

One might suspect that many U.S. cities of today are highly polycentric rather
than monocentric. To base an entire analysis on whether people moved closer to
or farther away from the center arguably disguises the rich variety of reasons for
moving around in urban space. However, with a strong CBD and nearby univer-

sity, Columbus has a relatively stronger center than most U.S. urban areas. Fur-
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thermore, with the concrete results of this simple monocentric framework, we be-
lieve that it could be extended to analyze more diverse moving patterns in different
urban settings.

The following sections develop a conceptual framework and review of the
literature, a description of the data and our methodology, and the results of our
analysis. In the final section we discuss the results, provide conclusions, and

make suggestions for future research.

Literature Review

Urban areas are in a continuous state of growth and emergence, where vari-
ous elements, including people, space, facilities, transportation networks, and
neighborhoods, are in perpetual transformation. One part of this transformation
involves the expansion of people and development into more peripheral locations
that form separate suburban jurisdictions (Levy 1994; M’Bala 2001). One way to
understand this evolutionary process is to examine two broad, opposing influ-
ences called centrifugal (pushing outward) and centripetal (pulling inward) forces
(Benguigui ef al. 2001; M’Bala 2001). These forces are related to structural charac-
teristics of urban space, such as the location of more expensive housing and better
schools (Morrow-Jones 1998). Thus, the characteristics of different locations may
attract or repel people and will play out as centripetal or centrfugal movement.

Several areas of research have considered locational characteristics both as
centrifugal and centripetal factors. Push factors in the intraurban context, such as
deteriorating neighborhood housing conditions (Cribier and Kych 1992; Austin
1999) and lack of labor and social capital (Berger 1996; Sundari and Rukmani 1998;
Benguigui ef al. 2001; Khan et al. 2001), are negative considerations that might
encourage people to relocate not just away from the problem but at a larger dis-
tance as these conditions grow in severity. Conversely, pull factors, such as active
communities with cultural opportunities (Burnley and Murphy 1995), well equipped
schools (Dwyer and Sutton 1994), and lower taxes (Tiebout 1956), are characteris-
tics that might attract movers from farther away the more advantageous they are.

Some factors can arguably act as either a pushes or pulls on migrants. For example,
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higher population growth in a given locale can be construed as an attraction
because, on the one hand, movers may interpret such conditions as indicative of
there being plentiful job opportunities or an agglomeration of central facilities
(Palivos and Wang 1996; Krugman 1999). On the other hand, higher population-
growth rates can act as a centrifugal force if they are perceived as generating
negative externalities such as congestion or denser land use (M’Bala 2001).

Locations in metropolitan space present a suite of push- and pull-factors to
the potential mover, which will be evaluated differently by movers. Although mov-
ers’ personal circumstances or perceptions may render certain characteristics of
communities more or less attractive, the structure of the characteristics them-
selves is the same for all movers. This article emphasizes the structure of place
characteristics available in two broad classes of push- and pull-factors that vary
across space: (1) property-specific variables, such as the characteristics of the
building, lot, and tax rate; and (2) neighborhood variables, such as the school
district location and other community characteristics that reflect the lifecycle con-
cerns of the people in these areas.

Intrametropolitan moves are most often driven by housing needs and neigh-
borhood conditions, such as school quality (Morrow-Jones 1998, 2002). For
homeowners, an owner-occupied home is likely to be the largest single investment
in the household’s portfolio (Adams 1984), and thus, those households have
additional concerns for the resale or investment value of the home as well as its
comfort and usability. Homeowners’ characteristics of the location are important
to the enjoyment of the home and possibly even more important to its investment
value. Other structural aspects of urban areas, such as owner-occupation rates,
and income-growth rates of neighborhoods, may also be important as people look
for locations with certain kinds of images and the potential for increases in value.

The residential characteristics available at different locations in the metropoli-
tan area help to structure the moves that homeowners make. For example, Bier and
Howe (1998) argue that homeowners who want to move up in price are almost
inevitably forced to move outward. Highly valued amenities, such as low popula-

tion density and public green space are also not equally available everywhere in
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metropolitan regions (Tyrvainen and Vaananen 1998; Smith ef al. 2002). House-
holds with children may focus on school characteristics and quality, both of which
have important variations across metropolitan areas (Haurin and Brasington 1996;
Brasington 2001). Even households without children may pay attention to this
variable because it can improve the value of their investment. Additionally, prop-
erty-tax rates also influence people’s movements. Tiebout’s (1956) argument that
movers choose the combination of taxes and services that best serves their inter-
ests remains a classic in the field. To the extent that tax rates are spatially variable,
they may also affect movement patterns.

The population and life-cycle characteristics of parts of the metropolitan area
are another structural component affecting movement patterns. For example, fam-
ily-oriented neighborhoods, or those with socially active single people are not
equally distributed across the urban area. Thus, the pattern of distance and direc-
tion of residential moves may reflect the spatial structuring of the population with
particular characteristics as well as the other factors mentioned above.

The characteristics of the housing stock will vary across space, and different
parts of that stock will be a better or worse fit for subgroups of moving house-
holds. Different spatial attributes should be attractive to different households,
and there are distinct patterns to those attributes. This suggests that decentraliza-
tion is not an absolute trend, but a selective process. An understanding of the
degree to which some place characteristics are associated with outward movement
and others are associated with inward movement can inform theory as to how
spatial structure affects mobility and provide a better basis for policy formation.

The research reviewed here demonstrates the breadth of approaches to un-
derstanding the implications of urban structure for centrifugal and centripetal
forces in urban evolution. Dwelling and neighborhood quality, as well as popula-
tion characteristics of areas, have been emphasized here, though there are many
other characteristics that could be examined. The work reviewed, however, does
not focus on the measurement of magnitude of centripetal and centrifugal forces
explicitly, nor does it seek to precisely measure and model the interaction of those

forces and the factors generating these forces (urban structure). Our work lays a
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foundation for understanding the relationship between residential relocation move-
ment and characteristics of urban spatial structure. This will provide the basis to
eventually bridge the gap between research emphasizing the characteristics of
individual movers and the larger urban structure that determines the set of loca-

tions from which those movers may choose.

Conceptual Framework
Relative Intraurban Migration

To get at the structural factors associated with centrifugal and centripetal
forces in intraurban migration, we define households’ residential location changes
relative to the central business district (CBD). This is accomplished by using the
distance differential to the CBD calculated relative to the households selling (S)
and buying (B) residences from a sample of repeat homebuyers within the region.
We selected a functional center of the CBD of Columbus, Ohio, which is the
intersection of High Street and Broad Street. Using the household’s change in
location relative to the CBD is a different approach than that employed in most
previous work on the topic of intrametropolitan migration (see Eaglstein and
Weisberg 1990; Nelson 1999; Roseman and Lee 1998). Some researchers have
engaged in origin/destination modeling of migration, but this has been performed
at far more aggregate scales. For example, Manson and Groop (2000) work at the
inter-county level, while Lee and Roseman (1997) and Roseman and Lee (1998)
work at the interstate level. Our study focuses on shifts between specific ad-
dresses within one county; thus, we are able to specifically discuss the impact of
urban structure. Movement between states tends to be determined by somewhat
different factors such as kinship or economic opportunities. These studies also
model absolute migration distance between origin/destination locations, whereas
we deal with the relative distance between the current and prior properties in the
context of a single urban region.

In our method of calculating this relative move distance, D takes on positive
values for cases of movement that go outward relative to the CBD, and negative

values in cases where the move takes the household closer to the CBD (Figure 1).
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To illustrate, if the purchased house associated with an observation was ten miles
from the CBD (y=10) while the house sold was five miles from the urban center
(x=5), net outward movement would be +5 miles. Distances are depicted as straight
lines to illustrate the concept, but in the analysis, street network lengths are used,
since they better represent the real-world situation. People generally perceive
driving distances, rather than straight-line distance, as the true degree of spatial
separation because they are a function of time (Magdol 2000; Kim and Chung
2001).

Our framework assumes that the CBD is the most attractive urban destination
due to its concentration of activities. Although the center of the CBD itself might
not be an attractive place, people are likely to accrue some benefits by moving

closer to the CBD, such as proximity to concentrations of jobs and activities.

CBD

Figure 1. Dependent variable.
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Again, we are interested in capturing the degree to which households relocate
relative to this important location. If a household moves outward from the CBD, we
refer to this as Outward Migration Force (OMF). Conversely, if the resident moves
inward towards the CBD, we talk about Inward Migration Force (IMF). The next

section provides more specific definitions of these two concepts.

Migration Force

We express the relative difference in distance from the CBD (depicted in
Figure 1) as a Migration Force (MF). This metric captures the magnitude of the
relative movement for both the cases of inward (IMF) and outward (OMF) migra-
tion forces (Figure 2). IMF is defined when people move nearer to the CBD, while
OMF occurs when people move farther from the CBD. It is possible for some cases
to have negative values of MF (that is, the household has moved into the CBD).
This will occur if the house sold (S) is further from the CBD than the house bought
(B). The sign of the migration force is used to separate records into those with
IMF and those with OMF. The positive distances are assigned to OMF and the
negative distances to IMF to create the two dependent variables for our regres-
sion analyses. After making this separation, the absolute value is taken so as to
always model positive distances.

Besides capturing the degree to which a mover has moved closer to or farther
from the CBD as a result of relocation, this assessment of intraurban movement
also approximates a measure of the household’s transition to areas of differential
accessibility. For those moving closer to the CBD, we claim that accessibility is
being gained—that is, the mover will be closer to a larger agglomeration of people
and economic activities. For those moving outward from the CBD, access is gen-
erally being lost. This is consistent with classical bid-rent theory, as land prices
peak in the CBD with the most accessible locations and decrease outward from the
central city (Alonso 1964).

To check the extent to which our assumption of peak accessibility at the CBD
holds up for the study area, we examined an accessibility index using population in

Franklin County, Ohio. Such indices stem from the seminal work of Hansen (1959)
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SUBURBAN

Figure 2. Concepts of IMF and OMF.

and Harris (1954), and are still widely used today in urban analysis (see Allen et al.
1993; Levinson 1998; Wong et al. 1999; Adair et al. 2000; Horner and Grubesic
2001; Shen 2001). The basic concept of the accessibility or potential index is that
the influence of activities on a certain point decreases as distance from the point
increases.!

When examples of several inward and outward moves are superimposed on
the accessibility surface, it can be seen that the potential index for Franklin County
is highest in the most central locations (Figure 3). Thus, gains in accessibility to
population are realized for those moving closer to the CBD. Conversely, accessi-
bility is generally lost for those moving further away. The map also points to some
heightened areas of accessibility around the suburban fringe, which is consistent
with prior research (see Wang 2001), though the general trend is decreasing acces-

sibility potential moving away from the CBD. In spite of recent suburban growth
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Figure 3. Potential index with examples of in- and out-migration.

(Ding and Bingham 2001; Shen 2001), the Columbus CBD is still the point of
highest accessibility in the metropolitan area. Thus, in the context of our research,
we make the simplifying assumption that moving nearer to the CBD increases
accessibility, while moving further from it decreases accessibility. In future stud-

ies, more detailed analyses using several job/activity centers, can be undertaken,
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but the focus here is on developing the concept of migration force and testing its

association with urban structure variables.

Data

The data set used in this analysis is derived from deed-transfer records for the
Columbus metropolitan area. Deed transfers were matched by buyer and seller
name to create cases of households who had sold one home and bought another
within the area in one year (1998). The data set includes exact property addresses
and the Franklin County Auditor’s parcel identification codes. It was compiled by
the Center for Urban and Regional Analysis (CURA) at The Ohio State University
in digital format and is easily referenced using commercial GIS. From this database,
we selected only those cases in which both the house bought and the house sold
were in Franklin County, the central county of the Columbus metropolitan statisti-
cal area. This resulted in a set of 2,162 cases. The number of records was further
reduced to 1,209 matched buyer/seller transactions after including only single-
family residential dwelling transactions. For clarity, we selected only single-family
dwellings, as other dwelling types are a relatively small portion of this database.

Two commercial GIS programs (ArcView 3.2 and TransCAD 3.2) were used to
manage the transaction database and perform analytical tasks. Using a common
property-indexing scheme designed by the county auditor, we added parcel infor-
mation to the transaction database from the Franklin County Auditor’s GIS data-
base. Neighborhood characteristics were obtained from census data at the
block-group level. Estimated census data for 1997 from the Caliper Corporation
(www.caliper.com) were utilized under the assumption that people behaved in 1998
according to their knowledge of neighborhoods in 1997. This seemed the best
alternative, as 2000 census data at this scale had not been released at the time of
this research. Data from the 2000 census combined with 1990 data would have
allowed interpolation of values for 1997 or 1998; however, the 1997 estimates of the
census are satisfactory for modeling intraurban movement.

This combined data set (transaction database, county auditor file, and census

data) is unique in its ability to provide a specific source of neighborhood and
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housing-unit information with relatively large geographical coverage. The combi-
nation of housing-unit and neighborhood variables allows us to perform a more
complete analysis. Using the synthesized database, we are able to also examine
whether some subsets of variables have more explanatory power than other groups.
For instance, we can look at whether neighborhood factors, such as local eco-
nomic and demographic characteristics, add explanatory power to the model be-
yond that which can be achieved using only property-specific variables. This is
important as it allows us to test for the influence of geographic aspects of urban

structure on intraurban mobility.

Variables

The independent variables used to explain the magnitude of people’s move-
ment relative to the CBD or their migration force (MF) in this analysis are grouped
into two categories: housing-unit variables and neighborhood variables. The unit
variables represent individual housing-unit characteristics such as the number of
rooms, the age of building, the ratio of the building size to the lot it is set on, and
its property-tax rate. Neighborhood variables include characteristics such as the
population density, population-growth rate, median household income, income-
growth rate, demographics, occupational structure, and housing-occupancy rates
of the block group, and location characteristics such as the school districts in
which the properties are located.

Our use of school districts in this analysis requires further explanation. The
magnitude of inward- or outward-movement may be partially explained based on
the structure of property-tax revenues, school quality, and other school character-
istics in the urban area (Margulis 2001; Weimer and Wolkoff 2001). In Ohio, public
schools receive state support but are heavily dependent on local property taxes.
In fact, this is the single largest expenditure of local property-tax revenues in most
communities. To test for the structural effects of these characteristics, we group
school districts in Franklin County into three categories: one urban district (City
of Columbus), four inner-suburban districts (Upper Arlington, Grandview Heights,

Bexley, and Whitehall), and several outer-suburban districts (Dublin, Worthington,
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Westerville, New Albany, Gahanna, Summit Station, Reynoldsburg, Pickerington,
Canal Winchester, Ashville, Groveport, Grove City, London, Hilliard, and Plain
City). School district boundaries do not exactly correspond to the municipal bound-
aries. For example, a township may provide funding for one or several school
districts. On the other hand, the urban school district is mainly supported by the
City of Columbus.

We separated suburban school districts into two classes (inner and outer)
because of several important differences in their structures. Inner-suburban school
districts are associated with older suburbs that are completely built out (or very
near that point). The level of support for these schools is almost entirely depen-
dent on taxes paid by homeowners as the suburbs have relatively little retail and
commercial property. The inner suburbs are closer to the CBD and in several cases
have high quality older housing that attracts those who value such properties
with mature landscaping in addition to accessibility and suburban schools. The
outer suburbs, on the other hand, are much newer and still growing. Several of
them have very strong commercial and retail tax bases, making it easier to provide
services and pay for high quality schools. Their accessibility is weaker to the CBD
but stronger to the edge agglomerations of jobs and shopping. Although there are
important differences within the two sets of suburbs, for our purposes the primary
distinctions between them (differences in accessibility, property-tax revenues,
and the likely growth in those tax revenues) are crucial. We deal with intraurban
movement among the three groups of school districts, using eight paired dummy
variables with the comparison category being the urban-to-urban move (i.e., a
move within the City of Columbus school district) (Table 1).

Descriptive Statistics

Descriptive statistics (mean values) for several variables of interest for both
in-movers (IMF) and out-movers (OMF) are taken from our combined database on
residential relocation in Franklin County (Table 2). Recall that for in-migration,
people’s relative distances from the CBD have decreased after taking into account

their prior location. Conversely, for out-migrants, distance from the CBD has in-
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From
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Dublin, Worthington, Westerville,
New Albany, Gahanna, Summit
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Ashville, Groveport, Grove City,
London, Hilliard, Plain City
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(0N}

Dublin, Worthington, Westerville,
New Albany, Gahanna, Summit
Station, Reynoldsburg,
Pickerington, Canal Winchester,
Ashville, Groveport, Grove City,
London, Hilliard, Plain City

IN

Upper Arlington, Grandview,
Bexley, Whitehall

oS

Dublin, Worthington, Westerville,
New Albany, Gahanna, Summit
Station, Reynoldsburg,
Pickerington, Canal Winchester,

Ashville, Groveport, Grove City,
London, Hilliard, Plain City
U City of Columbus

Table 1. School districts dummy variables.

creased after taking into account the prior location.

The first part of Table 2 includes average values for individual parcel charac-
teristics relative to properties bought and sold. Both in- and out-movers chose
larger properties in terms of both the building and lot size. When the ratio of the
building size to the lot size is taken, in-movers (IMF) tend to lose lot area relative
to house size, while for out-movers (OMF), land area increases faster than the
house size, so the ratio decreases. This observation follows from the fact that lot
sizes increase with increasing distance from the CBD. In- and out-movers moved

to larger homes, and both also moved to more expensive properties on which
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higher taxes are paid. When tax rates are estimated by dividing the annual tax paid
by the appraised property value, outward movers are shown to pay the higher rate
on average. These higher tax rates are partially due to school funding needs in
suburban locations, where residents pay higher tax rates in exchange for better
school quality. Inward migrants tended to move to older houses, while outward
migrants moved to newer houses. This is consistent with what we know about the
spatial distribution of the housing stock in most urban areas and in the Columbus

metropolitan area in particular. The remaining parcel information describes the

7 0 7 14 miles
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Figure 4. In-migration patterns, with school districts.
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percentages classified as being located in urban, inner-suburban, or outer-subur-
ban school districts. Figures 4 and 5 show the spatial distribution of inward mov-
ers and outward movers, respectively, relative to the classes of school districts.
The second part of Table 2 includes neighborhood characteristics derived
from census variables. As we would expect, inward migrants chose houses in more
densely populated neighborhoods (census block groups are our definition of
neighborhoods) with lower growth rates, while outward migrants chose properties

in less dense, higher growth areas. Both mover groups moved to areas of greater

7 1] 7 14 miles
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[ Urban SD O Outer-Suburban
Inner-Suburban sD

5D

Figure 5. Out-migration patterns, with school districts.



18 Kim, Horner, and Morrow-Jones

economic affluence (as measured by median family income) compared to their prior
location. In terms of racial composition, both groups moved to neighborhoods
with higher concentrations of white population, with outward movers seeing the
largest increase. Outward migrants moved to areas of more youthful population in
contrast to the older population in the inward movers’ new neighborhoods Not
surprisingly, on average, the percentage of married-couple households was higher
for outward movers, who saw a relatively large increase between their former and
new neighborhoods (41.7 versus 46.7 percent). Neighborhood marriage statistics
for inward movers did not change much. Both sets of movers ended their moves in
areas of better educated, professionally employed residents. Inward movers bought
homes in areas with slightly higher housing vacancies and more nearby rental
properties than outward movers.

The last part of Table 2 shows the average distances moved by the inward and
outward migrants (absolute values) and their relationship to the CBD. Outward
movers moved longer distances than inward movers, but given the distribution of
the population of possible movers we would expect that to be the case; there is

more distance outward from the center of population than there is inward from it.

Model Specification

The housing and neighborhood characteristic variables presented above are
used to model intraurban migration. Consistent with our prevailing argument, we
hypothesize that factors captured by these variables describe structures of the
urban area that act as push or pull factors on migrants’ mobility patterns. As such,
we would expect to see differences in the way these variables relate to people’s
migration outcomes. For example, we know that migrants chose more expensive
homes on average. In our analysis, we would then be interested in knowing how

relative distance moved related to price changes.

Model
Theoretically, obtaining better physical and community characteristics in terms

of housing will increase the property owner’s personal utility (Waddell ez al. 1993;
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Hite 2000; Lee et al. 2000; So ef al. 2001; Strand and Vagnes 2001). Thus, there is
motivation for the individual to seek out opportunities perceived as better than
their current situation. However, the locations that meet these criteria follow from
the spatial organization, or the structure, of the urban area. This affects the relative
movement distances. We focus on modeling migration forces (IMF, OMF) as a
function of the change in attributes (both housing unit and neighborhood) be-

tween the properties sold and bought. In notation, this is:

IMF = f(A4H, AAN) (M
OMF = f(A4H, AAN) 2
where

IMF : Inward-Migration Force ( | y- x| )

OMF : Outward-Migration Force (y - x)

AAH : Differences in attribute values of the housing-unit variables for the
units sold and bought

AAN : Differences in attribute values of the neighborhood variables for the

locations sold and bought

All variables presented in this regression analysis are expressed in terms of
the change in value from households prior to current residence. Using building
size to illustrate in equations (1) and (2), a household’s prior residence will have
some value, Ap, as its total area, while their new residence will have 4 as its total
area. Of interest is A4, or 4,4, . If A4 is positive, then the mover selected a bigger

house.

Model Results

The specifications discussed here are built with both housing-unit and neigh-
borhood variables. Both sets of variables were included in the same model be-
cause they perform better together than using either group alone. A nested F-test

was used to confirm that this was the case.?
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Both IMF and OMF models have relatively high adjusted R-squared values,
0.660 and 0.607, respectively (values adjusted for degrees of freedom). This con-
firms that the measures of structural changes (changes in attributes between pur-
chased and sold residences) of explanatory variables used in our model explain the
magnitude of IMF and OMF quite well, and IMF slightly better than OMF. Among
the initially considered variables (see Table 2), only selected variables are used
after screening through colinearity test and model fit. Variable descriptions and
the results of the IMF and OMF models can be seen in Table 3. To reiterate, all
variables explained in this section are derived from the changes in attributes be-

tween the property sold and the one bought.

IMF Model: Housing-unit Factors

All unit characteristics, including the building-to-lot-size ratio, the number of
rooms, the property-tax rate, and the year the housing structure was built are
significantly related to IMF. Building-to-lot-size ratio enters the model with a posi-
tive sign, suggesting that inward-moves of greater magnitude entailed the pur-
chased properties having larger buildings as compared to the lot size. Each of the
other unit variables enter the IMF model with a negative sign, meaning larger
moves towards the CBD are characterized by purchased houses having fewer
rooms and lower property-tax rates than the homes sold. Longer distance moves
towards the CBD are associated with relocation to significantly older properties as
well. Of the unit variables, the change in property-tax rate seems be most important
in accounting for the structure of inward movement, as evidenced by it having the
largest absolute standardized coefficient (-0.177). This is consistent with classic
Tiebout theory in that migrants are sensitive to the intraurban structure of prop-
erty-tax rates and costs of public goods (Tiebout 1956). It should be noted that the
building or lot size itself is not used in our model because the number of rooms
already incorporates the characteristics of the size variables. Analogously, value
terms such as property value or total property tax paid are not used because other
physical size (number of rooms) or condition (year property built) variables cap-

tures these effects.
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OMF Model: Housing-unit Factors

Similar to the IMF model, all property-specific variables were significant in the
model of outward movement (OMF). However, the coefficients on the unit vari-
ables in the two models mirror one another—they have similar values but opposite
signs. For OMF, larger movement distances away from the CBD were distinguished
by significant decreases in the building-to-lot-size ratio, and significant increases
in the number of rooms, the annual property-tax rate and the year property was
built. Based on interpretation of standardized coefficients, the change in annual
property-tax rate (tax paid over the assessed property value) is again the most

important variable among the housing-unit predictors of OMF.

IMF Model: Neighborhood Factors

Among the spatial variables used to model inward migration, some of the
school-district movement variables, the direct distance between sold and pur-
chased properties, and several neighborhood characteristics, such as the differ-
ences in population-growth rate, income-growth rate, and marital status between
the sold and bought neighborhoods, significantly accounted for IMF.

School-district location variables are central to this research because they
illustrate how the juxtaposition of centrifugal and centripetal forces to the CBD
works. In addition, their combination of widely varying tax rates and quality of
service provided make them an important part of the structure of the metropolitan
region. Among the eight paired school-district movement variables, three turned
out to be significantly related to IMF (relative to the urban-to-urban comparison
category). Inner-suburban-to-urban moves were related to shorter inward reloca-
tions (i.e., weaker IMF) in comparison to urban-to-urban district moves (reflecting
the size of the Columbus School District), while outer- suburban-to-inner-subur-
ban moves and outer-suburban-to-urban moves were related to longer relocations
than those within the Columbus School District. In general, these variables par-
tially control for the geometry of the study area. However, they also demonstrate
clear differences in movement magnitudes when school-district location is taken

into account. Interestingly, the indicator variable controlling for outer-suburban-
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to-inner-suburban school district migration is the most important predictor of IMF
among spatial variables (beta=0.345). Given the structural differences in outer-
suburban and inner-suburban neighborhoods, migration flows may reflect the
attraction of inner-suburban locations. These places have the best features of
both urban and outer-suburban areas in terms of easy access to the urban center
and high quality older neighborhoods, while still maintaining high residential and
school quality comparable to outer-suburban locations.

Fewer than half of the spatial variables describing changes in neighborhood
structure between bought and sold properties are significantly related to IMF.
Comparing bought and sold properties, coefficients indicate that purchased prop-
erties in areas with lower population-growth rates, higher income-growth rates,
and fewer married people are associated with larger inward moves. Of the signifi-
cant neighborhood characteristics, based on the standardized coefficients, it is
the change in the percentage of married couples that has the strongest relation-
ships with IMF. However, the influence of change in income-growth rates as a
structural force in the length of in-movement has interesting ramifications for
gentrification and the momentum that it generates in a neighborhood.

Finally, the distance between sold and bought properties enters the IMF
model with a positive sign. The interpretation of this coefficient is somewhat
geometric: Houses purchased further from the sold property are also likely to be
significantly closer to the CBD in an inward move. The magnitude of the standard-
ized coefficient (0.318) suggests that is the second-most important factor in ac-

counting for in-migration, behind the school district dummy.

OMF Model: Spatial Factors

A greater number of spatial variables significantly accounted for OMF than
for IMF (see Table 3). This implies that the structure of outward migration perhaps
depends more on neighborhood characteristics, while inward migration may be
more attributable to housing-unit characteristics. For school-district location vari-
ables, urban-to-inner-suburban movement shows a negative sign (i.e., it contrib-

utes to a shorter move length relative to the within urban district moves), while
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urban-to-outer-suburban and inner-suburban movements are positively related to
OMEF (i.e., they have a positive impact relative to the urban-to-urban move). Inner-
suburban-to-outer-suburban moves had the largest positive impact on OMF (rela-
tive to within-Columbus School District moves) among school district controls, as
the corresponding indicator variable had the highest standardized coefficient.

Change in population density is negatively related to OMF. This finding is
unsurprising and means that locations having lower population density were as-
sociated with longer moves away from the CBD. Indeed, low-density development
characterizes outer-suburban communities and is often considered a key amenity
(Jim 1998). Note that the change in the building-to-lot-size variable was also sig-
nificant so the two density variables must be contributing somewhat differently to
the explanation of OMF. Change in median household income is positively related
to OMF, though the change in median income-growth rate has a negative relation-
ship. This means that longer outward moves relative to the CBD terminated in
neighborhoods having higher levels of income than those they originated in, yet
rates of personal income growth in these neighborhoods were relatively low com-
pared to the origin neighborhoods. The lower growth rate of income could be a
function of the relatively higher base. Interestingly, areas of relatively higher
income growth were related to IMF but not OMF. Considering other demographic
variables, the difference in youth population percentage is positively related to
OMF, while the change in percent elderly population and the college-educated
population is negatively related to OMF. These variables probably also relate to
the income and income-growth variable results.

Contrasting with the IMF model, two variables capturing neighborhood hous-
ing characteristics are significantly related to OMF. The change in housing-unit
occupancy rate is positively related to OMF, while the change in housing-unit
owner-occupancy rate exhibits a negative relationship with OMF. In other words,
this suggests that migrants (all of whom are homeowners) will move farther to live
in neighborhoods that have higher occupancy rates, yet have lower owner-occu-
pancy rates, such as new rental communities. The change in owner-occupancy

rate is relatively important (standardized coefficient of 0.306) and negative. This
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owner-occupancy change seems counterintuitive but may reflect the definition of
neighborhood we are using. Perhaps block groups in newer suburban jurisdic-
tions are more likely to have rental units contained in them than the kinds of
neighborhoods that people move inward to achieve. Finally, the distance between
bought and sold properties is positively related to OMF, which implies that longer-
distance moves in absolute terms are likely to be farther away from the CBD. This

variable was most important of all variables (beta=0.360) in accounting for OMF.

Discussion and Conclusion

We undertook this research in order to contribute to our understanding of
how current urban structure (as represented by our independent variables) influ-
ences the magnitude of the distance moved by repeat homebuyers, whether the
move reflects centrifugal forces or centripetal ones. The literature review focused
on the importance of accessibility, residential and school quality, and the lifecycle
demographics in different parts of the urban region.

Accessibility is handled in our analysis in our dependent variables measuring
what we have called migration force—the magnitude (distance) of the move out-
ward or inward made by each household. That magnitude is measured in terms
relative to the location of the CBD, which we posit as the most important agglom-
eration of population and activity in the region. The relatively strong adjusted R-
squared values indicate reasonably good fits in the models.

Given that the dependent variables describe a change in location, the inde-
pendent variables are also defined as differences between the characteristics of
the house and neighborhood sold and those of the house and neighborhood
purchased. Our measures of change in residential quality (change in number of
rooms, change in year built, and change in building-to-lot-size ratio) explicitly
reflect the makeup of the housing stock in the county. Positive changes in rooms
and year built, and declines in building-to-lot ratios, went along with stronger
OMEF, while the exact opposite characteristics predicted IMF.

The effect of the change in tax estimate in the two models is especially impor-

tant from a policy point of view. Lower tax rates can clearly attract inward movers,
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and the lower the rate relative to those in the suburbs, the longer the distance over
which the mover can be attracted. Of course, the level of taxes is related to the level
of services provided, and schools are one of the most important services sup-
ported by the property tax.

We made no explicit effort to measure the quality of the different school
districts, but we did separate them into three categories (urban, inner suburban,
and outer suburban) and then examined the relationship between moves among
those categories and the IMF and OMF measures (with urban-to-urban as the
reference category). Not surprisingly, moves ending in suburban districts (espe-
cially outer districts) were most related to OMF. Moves ending in urban and inner-
suburban districts were most related to IMF. The two within-category move types
(inner-suburb-to-inner-suburb and outer-suburb-to-outer-suburb) did not have a
significantly different effect in either case than the urban-to-urban move. These
results support our decision to categorize the districts in this particular way. IMF
and OMF follow from completely different sets of moves, but in much the way we
would have predicted.

In terms of the difference in population characteristics of neighborhoods of
origin and destination, there were more surprises. The change in median income
and in income growth were significant for both OMF and IMF, but in opposite
directions. That might not be too surprising given that difference in income is
positive for OMF and negative for IMF. However the difference in income change
has exactly the opposite signs, indicating that although smaller differences in
income between origin and destination is related to IMF, the growth in income is
higher in the destination than in the origin. Marital-status change is positive in
association with OMF but negative with IMF. These variables have relevance to
the issue of urban revitalization, specifically to gentrification. Households moving
inward by larger amounts are decreasing their tax burden, moving into areas with
relatively lower incomes, but these areas have higher income growth with fewer
married households. The description could easily apply to most gentrifying neigh-
borhoods.

Interestingly, neighborhood ethnicity is not significant in either case. This
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may indicate that repeat homebuyers are more concerned with class than race in
choosing their destinations (though occupation and education were not consis-
tently important in the two models). It may also reflect the structure of racial
characteristics in the region as well—the kinds of housing units that repeat
homebuyers sell or buy are, on the whole, not in minority neighborhoods (see
Table 3).

The relationship of the structure of options for repeat homebuyers to OMF
and IMF is conceptually linked to issues of sprawl and urban revitalization. Larger,
lower density, newer houses with higher taxes in more outlying school districts are
associated with stronger outward pushes (i.e., relatively longer-distance moves).
The neighborhoods have higher income but lower rates of income growth, mainly
married couples, and a large young population. Housing is largely occupied, but
not necessarily as heavily owner occupied as we might expect. Higher building-to-
lot-size ratios, lower numbers of rooms and property-tax rates, as well as older
buildings and more centrally located school districts, are associated with strong
centripetal forces (IMF). Neither differences in housing-occupancy rates nor dif-
ferences in homeownership rates make any difference to IMF. Income is lower in
the destination neighborhoods, but income growth is higher, and the other popu-
lation characteristics generally suggest gentrifying neighborhoods. Apparently,
the characteristics of gentrifying areas can provide a significant enough centrip-
etal force to bring in-movers from significant distances.

In policy terms, it seems clear that if the central city wishes to attract more
repeat homebuyers as an urban revitalization scheme, it needs to focus on its
strengths. These include an older housing stock, lower tax rates, and accessibility
to CBD activities (both economic and social).

One of the main drawbacks of this study is the lack of information on the
characteristics of the movers themselves or their motivations. Future research
should try to incorporate survey work in order to match the characteristics and
desires of the movers to the urban-structure variables that we studied in this
article. The combination of the two would provide even better explanation of OMF

and IMF. In addition, more detailed work could examine alternative or multiple
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population and job agglomerations and measure the migration force relative to
those, rather than focusing on only one (albeit the major one). Finally, incorpora-
tion of different types of dwellings such as condominiums or duplexes may pro-

duce further interesting results.

Notes
IThis index is created using the following formula: let p be the population at

area j ,and d[/ be the distances between areas, then population potential at area
is _ -1
o, = ZPJ d;
j

2Using a nested F-test (see Chapter 10 of Ramsey and Schafer 1996 for this
formulation), we test the null hypothesis that the spatial variables, including com-
munity characteristics, school districts, and direct distance between locations of
bought and sold properties, have no effect on migration forces (MF) with aspatial
(property-specific) effects entered into the model. The calculated F-statistic for
the in-migration model (IMF) (19.723) (21 and 382 df) (p<0.001), indicates that we
may reject the null hypothesis and can conclude that a full IMF model with spatial
variables significantly improves on a reduced IMF model without spatial vari-
ables. Using the same procedure, we concluded that spatial variables should be

included in the model of out migration (OMF) as well.
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